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Abstract. Simulation-based inference (SBI) makes it possible to infer the parameters of a model from
high-dimensional low-level features of the observed events. In this work we show how this method can be
used to establish the presence of a weak signal on top of an unknown background, to discard background
events and to determine the signal properties. The key idea is to use SBI methods to identify events that
are similar to each other in the sense that they agree on the inferred model parameters. We illustrate
this method for the case of axion-like particles decaying to photons at beam-dump experiments. For poor
detector resolution the diphoton mass cannot be reliably reconstructed, so there is no simple high-level
observable that can be used to perform a bump hunt. Since the SBI methods do not require explicit
high-level observables, they offer a promising alternative to increase the sensitivity to new physics.

1 Introduction

A complete experimental analysis turns observations into
either exclusion limits on, or preferred regions in the pa-
rameter space of a model, depending on whether or not
there is a (significant) excess over expected backgrounds.
A well-established and powerful procedure to perform this
kind of analysis is bump hunting [I], which searches for a
signal that is localised (in terms of some informative ob-
servables) compared to a more broadly distributed back-
ground. The central advantage of bump hunting is that it
can be performed even in situations where the background
cannot be reliably simulated or contains a-priori unknown
contributions, as long as it is sufficiently smooth. If an
excess over the background is observed, it provides two
pieces of information. First, it may be an indication that
the background-only hypothesis is not the right explana-
tion for the data. And second, the position of the excess is
informative about the properties of a hypothetical signal.

While bump hunting is a very powerful technique and
has lead to the discovery of various new particles, it suffers
from a number of limitations that need to be addressed.
One of them is the look-elsewhere effect [2] related to the
unknown location of the hypothetical signal ahead of the
experiment. Moreover, bump hunting works best if the
number of signal events is large, in the sense that the
separation between two neighbouring events (in the ob-
servable under consideration) is small compared to the
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experimental resolution. The opposite case, where indi-
vidual events are well-separated, makes it challenging to
obtain numerically stable inferences for the background
and signal model.

For the success of bump hunting it is crucial to identify
a suitable observable and construct a summary statistic.
For example, when searching for a new particle decaying
into two final state particles that can be well-measured in
the detector, the obvious choice is the invariant mass of the
decay products. However, in more complicated scenarios,
it can be difficult to find the optimal way to combine low-
level features into one or more high-level observables. As
shown in Ref. [3], even for a two-body decay the invariant
mass may not be the optimal choice, if the four-vectors of
the final state particles are hard to measure accurately.

In such a scenario, the optimal sensitivity to new physics
may be obtained by directly analysing the low-level fea-
tures of individual events using the methods of simulation-
based inference (SBI), i.e. machine-learning (ML) algo-
rithms that do not explicitly construct high-level observ-
ables nor summary statistics, which are conventionally
needed to calculate likelihoods [L5L6[78]. Instead, SBI
algorithms need simulations where the observed data are
paired with the model parameters used to generate the
simulations. Once trained, these methods can then be ap-
plied to a data set to directly provide constraints on the
parameter space of a model in terms of likelihood ratios
for the frequentist case or likelihood-to-evidence ratios for
the Bayesian case. However, due to their reliance on sim-
ulations, it is immediately not obvious how to apply SBI
methods to the case of unknown or difficult-to-simulate
backgrounds.

In this work we propose two new ML methods that
combine the advantages of SBI and bump hunting. The
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central idea is to search for events that are compatible
regarding their low-level features, in the sense that these
events would allow for a common interpretation in terms
of a specific signal hypothesis. Intuitively, instead of per-
forming a bump hunt in a high-level observable, we per-
form a bump hunt in model parameter space. The signal
is in this case identified not by its qualitative difference
from the background, but rather by its rarity [9]: Under
the background-only hypothesis there is a low probability
of having multiple background events compatible with the
same set of model parameters.

There has been extensive work in particle physics to
address the identification of a signal on top of the back-
ground and we refer the reader to Refs. [L0J11] for compre-
hensive reviews. However, most of the methods in these
studies rely on the presence of sizable side-bands to extend
the study to the signal region [I2|[I3\[14LI5L16]. Another
type of approach, more similar to ours in the underlying
idea, is called New Physics Learning Machine (NPLM)
and uses the test statistic created by a network to estab-
lish the compatibility between a data sample and a refer-
ence (background) sample [I7,[I819]. However, in our ap-
proach we study the compatibility between events based
on whether they can be explained by the same physical
model rather than establishing the compatibility of data
sets based on an ML-engineered test statistic.

Our two methods differ from each other in whether or
not they explicitly perform a mapping to the parameter
space of the signal hypothesis. The first method, which we
call Event Compatibility based on Observables (ECO), re-
quires no such mapping and directly works with low-level
observables, whereas the second, which we call Events
with Posterior Overlap (EPO) explicitly calculates pos-
teriors for individual events. We will show that both ap-
proaches give similar results and are particularly well suited
for the case of small event numbers. In the case of a detec-
tor with angular resolution worse than 10 mrad they out-
perform conventional analysis techniques and offer an ex-
citing opportunity to improve sensitivity in future searches.

A central advantage of the ML approach is that it can
be trained on the whole model parameter space at once
and does not require specific hypothesis regarding the lo-
cation of the signal when evaluating the compatibility of
different events. Our approach therefore does not suffer
from a look-elsewhere effect in the same way as conven-
tional bump hunting. It is furthermore easily possible to
adjust the threshold for event compatibility to account
for different background rates and to adapt to different
experimental designs. Modifying the threshold does not
require any retraining of the ML models. This makes our
approach a valuable tool also for sensitivity studies and
experimental design.

As a physically motivated application we consider a
search for axion-like particles (ALPs) decaying into pho-
tons in proton beam-dump experiments, which are par-
ticularly sensitive to feeble interactions thanks to their
high beam intensity. Our focus will be on the SHiP ex-
periment [20], which has been selected from several pro-
posals [2I] as the successor of the NA62 experiment at

CERN [22]. SHiP is designed to be a zero-background
experiment, such that a very small number of observed
events could potentially lead to a convincing discovery if
the background hypothesis can be robustly rejected. This
makes ALP searches at SHiP an ideal application of our
approach. However, the same ML methods can be applied
to other scenarios of new physics and other types of exper-
iments where both background and signal are small but
hard to distinguish.

Our work is structured as follows. In section [2] we de-
scribe our model simulations and the details of the exper-
iment, followed in section [3] by the ML algorithms used
and the steps of the analysis strategy. In section |4 we dis-
cuss how to reject the background-only hypothesis and in
section [5] how to remove the possible background events.
In section [6] we take advantage of the already extracted
single-event posteriors to derive the model parameters. In
particular, we study how the combination of the cleaned
event samples gives a reliable and precise estimation of
the model parameters. We finally conclude in section [7}

2 ALPs at beamdumps
2.1 Event generation

The process under investigation is the production of ALPs
at proton beam-dump experiments and their subsequent
decay into a pair of photons. Regarding the production
mode, we focus on ALPs produced in rare meson decays,
which means mainly B meson decays at the energies and
masses relevant for us. This scenario is realised for instance
in the W boson dominance scenario [23], where the ALP
(denoted by a) couples primarily to SU(2), gauge bosons.
However, we do not assume a one-to-one correspondence
between the production cross section and the decay rate
and instead treat the two processes as independent. This
corresponds for example to the case where an additional
coupling of the ALP to hypercharge gauge bosons modi-
fies the effective coupling to photons [24]. Our simulations
closely follow the public code ALPINIST [25], to which we
refer readers interested in more technical details or differ-
ent ALP models.

As input for our signal simulations, we provide the en-
ergy distribution of ALPs produced by the process B —
Ka and B — K*a. The long-lived ALP then propagates
through the absorber and decays into two photons inside
the decay volume of the experiment. For a valid event,
both photons need to reach the calorimeter, where they
start showering. In our simulation we do not simulate the
full shower and its reconstruction, but only extract the
truth-level four-momentum and hit positions of the pho-
tons. We will refer to these as low-level observables in the
following. The limited resolution and reconstruction effi-
ciency of the calorimeter are included by applying smear-
ing to our truth-level quantities (see below). For an event
to be accepted, it furthermore needs to satisfy the exper-
imental selection discussed in the following subsection.

In order to generate an event, we need to state the ALP
mass m, and lifetime 7,. The decay length distribution of
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a particle with momentum p, is given by

pla) = exp (02 ) 1)

DPaCTq

Since the momentum p, depends only weakly on the ALP
mass, the parameter combination that primarily governs
the ALP decay length is the ratio of ALP lifetime over
ALP mass. For this reason, we will take m, and c¢7,/m,
as the underlying parameters for our simulations. To gen-
erate signal events we need to specify the range and sam-
pling of these parameters, reflecting the sensitivity of the
experiment under study. For the ALP mass we choose the
range [0.1GeV,4.5GeV] and for the lifetime over mass
we choose [0.05m GeV ™!, 500m GeV~]. In both cases we
sample these ranges with a logarithmic prior. As discussed
in more detail in Ref. [3] the choice of sampling for our sim-
ulations also determines the priors needed for a Bayesian
analysis.

In our analysis we are interested in the case where the
background expectation is very low, as should be the case
for beam-dump experiments. However, we have to consider
the possibility that a small number of background events
pass all selections. In the case of vacuum in the decay vol-
ume, background events can be produced by muon and
neutrino inelastic scatterings close to the decay surface,
in addition to so-far unexplored processes. Further back-
ground events may be produced if the decay volume is
filled with low-pressure air or helium. Given the rareness
of these events, it is very difficult to produce sufficient
Monte-Carlo samples or reliable templates.

In the present work we therefore do not attempt to sim-
ulate actual background events. Instead, we assume that
any background event that passes all quality requirements
and signal selection cuts looks indistinguishable from an
actual ALP decay. The only difference between signal and
background is therefore that background events look like
the decays of ALPs with randomly varying mass and life-
time, whereas signal events look like the decays of ALPs
with fixzed mass and lifetime. In other words, we simulate
background events in the same way as the ALP signal
discussed above, except that when we generate a set of
background events we randomly choose different ALP pa-
rameters for each event. For simplicity, we assume a log-
arithmic distribution, i.e. we sample the ALP parameters
logarithmically from the ranges defined above. We em-
phasise that this distribution could be easily modified if a
reliable estimate of the background distribution becomes
available.

It should be clear from the discussion above that, lack-
ing a background template, we cannot distinguish signal
from background on an event-by-event basis. This situ-
ation changes as soon as we have at least two events. If
both are signal events, the corresponding ALP parameters
should be consistent with each other. In the case of back-
ground events, on the other hand, the parameters are ex-
pected to be different except for random coincidences. The
decisive question is therefore how to determine whether
two events are compatible or not. This decision needs to

depend both on the details of the observed events and on
the properties of the experiment under consideration.

2.2 Detector geometry and experimental setup

We focus our study on the SHiP experiment and consider
the geometry examined in past sensitivity studies [20],
see fig. The experiment will have a decay volume in
the shape of a truncated pyramid with two rectangular
surfaces. The front surface (closer to the ALP production
point) is located at 32m from the target and has a size
of 1.2m x 3.5m. The back surface is located 82m from
the interaction point, such that the decay volume has a
length of 50 m. The back surface has a size of 3.9 m x 6m.
Finally, at a distance of 93 m there is the calorimeter with
a surface area of 4m x 6 m and a thickness of roughly 1m.
Between the decay volume and the calorimeter there are
tracking chambers, which play no role for the case of pho-
ton final states. In principle the tracking chambers could
be included in the decay volume, but doing so might in-
crease the background rate. We will therefore not consider
the tracking chambers as part of the decay volume.

Having simulated the ALP production and decay, we
select events with a decay vertex inside the decay volume.
For an event to be accepted, both photons produced in
the decay must hit the calorimeter. Moreover, they need
to have an energy higher than 1 GeV and a spatial sepa-
ration larger than dn;, = 10cm in the calorimeter plane.
Note that we do not simulate the electromagnetic shower
explicitly, but assume for simplicity that it originates on
the front surface of the calorimeter. The thickness of the
calorimeter is therefore irrelevant for our analysis, except
that it may indirectly affect the detector resolution.

As illustrated in fig. [1} the low-level observables ob-
tained from our simulations are

— the energies £ and FEs of the two photons,
— their calorimeter hit positions (z1, y1) and (z2, y2),
— the polar and azimuthal incidence angles (61, ¢1) and

(02, ©2),

corresponding to a total of 10 features per event. We find
that the energy of the leading photon is quite insensitive to
the ALP mass, but the opening angle of the two photons
depends strongly on the ALP mass. Heavier ALPs have
on average smaller boost factors and hence produce pho-
tons with larger opening angles compared to lighter ALPs.
These differences however become much less pronounced
once we take into account the finite detector resolution.
In addition to the geometry, the experimental setup
is characterised by the calorimeter resolution. While the
former is largely determined by the space available in the
experimental hall and is therefore not expected to change
significantly, the latter is affected by many different as-
pects of the calorimeter design. We therefore consider two
different benchmark scenarios for the achievable energy
and angular resolution [27]. In the good resolution sce-
nario, we assume a relative energy uncertainty o(F)/FE =
0.05 and an angular uncertainty o(6) = o(¢) = bmrad. In
the poor resolution scenario we have o(E)/E = 0.1 and
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Fig. 1. Left: Sketch of the detector design. The calorimeter has a length in z of around 1m. The system origin coincides with
the proton incidence point on the target. Right: Measurement of photon ¢ with energy F; and angles 6;, ¢; in the calorimeter

cell in position x;, y;.

an angular uncertainty o(f) = o(¢) = 10mrad. While
the magnitude of these uncertainties is expected to be
realistic, a more accurate treatment would include a de-
pendence of both energy and angular resolution on the
photon momentum. Given detailed simulations of a spe-
cific calorimeter design, such a dependence could be easily
included in our analysis. For both scenarios, we consider
a fixed calorimeter hit position resolution of 1 mm, since
previous studies have shown that the precise hit resolution
does not noticeably impact the final results [3].

3 Methodology
3.1 General considerations

Identifying the presence of a signal on top of the back-
ground is rendered more complicated by our ignorance of
where the signal should be. Even assuming a specific type
of new particle, for instance an ALP, we do not know
its properties. However, if a new particle is produced on-
shell, its decay should result in a localised “bump” in some
resonance feature, which can be distinguished from back-
ground. This is the procedure that lead to the Higgs dis-
covery and the determination of the Higgs boson mass in
the di-photon channel [28][291[301[31132].

The experimental setup that we consider is rather dif-
ferent from the Higgs discovery, because of the much lower
background level and the limitations on the experimental
resolutions imposed by cost-efficiency. We are interested
in the case that backgrounds are tiny, but their absence is
not completely guaranteed and they are very challenging
to model. This scenario includes in particular searches for
long-lived particles, both at beam-dump experiments and
at the LHC.

Given these differences, it is unclear whether the con-
ventional bump hunt in the diphoton invariant mass is
the optimal analysis procedure for the latter case. We are
therefore interested in alternative analysis strategies for
searches for rare events with final states that are difficult
to reconstruct. Our discussion will focus quantitatively on

beam-dump experiments, but the discussion more gener-
ally applies to scenarios with low number of events and no
background fit, for example searches for long-lived parti-
cles at the LHC.

3.2 Conventional bump hunt

Before turning to the new methods introduced in this
work, let us briefly clarify how we perform the conven-
tional bump hunt, which will serve as the point of compar-
ison. As the high-level observable, we consider the dipho-
ton invariant mass m., reconstructed directly from the
feature vectors. Given the experimental uncertainties, the
measured value of m,, can be quite different from the
simulated ALP mass. For example, for the case of good
resolution and an ALP mass of m, = 1GeV, the recon-
structed m.~ has a standard deviation of 0.25 GeV.

For this reason we consider the range of diphoton masses
log;y my,/GeV € [—1.5,0.8], somewhat larger than the
allowed range of ALP masses. We then divide this in-
terval into NVpips subintervals and construct Ny, over-
lapping bins by merging three adjacent subintervals. For
example, for the case of Npins = 9, the first bin would
be [—1.5,—0.75], the second bin would be [—1.25, —0.5],
etc. We have found that this construction performs better
(and is less sensitive to the precise number of bins) than
taking non-overlapping bins. The fact that bin counts in
neighbouring bins are correlated will not be an issue, since
we will only consider the single bin with the highest count
in our analysis.

Most applications in high-energy physics would avoid
binning altogether by performing an unbinned profile like-
lihood analysis, i.e. by fitting signal and background tem-
plates to the individual observed events. However, for the
case of a non-Gaussian detector response, these templates
are non-trivial to obtain and the fitting procedure may be
numerically difficult. For simplicity, we therefore restrict
ourselves to a binned analysis strategy that does not rely
on templates . Given a sensible choice of binning, the two
approaches are expected to give similar results.
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We choose the number of bins depending on the ALP
mass and detector resolution in such a way that the ex-
pected sensitivity is maximized. We use only 4 bins for
mg = 0.2GeV and 11 bins for m, = 1.0 GeV in both un-
certainties scenarios. In the case m, = 4.0 GeV we use 48
bins in the good resolution case and 30 bins in the poor
resolution case.

3.3 Machine learning models

In this section we introduce the ML algorithms used in this
work. To streamline the presentation, we focus exclusively
on classifiers, which turn out to be suitable for all the tasks
that we consider, noting that some of the tasks could also
be performed using different architectures.

As stressed in section [2] any background events pass-
ing the experimental selection are expected to look like
proper signal events, except that they may not allow for a
consistent interpretation in terms of an ALP with a fixed
mass and lifetime. We will identify the events inconsistent
with a common set of model parameters as background
events. The way we address the compatibility is similar
to contrastive learning in latent space [3334L35L[36]. The
main difference is that our target space is the model pa-
rameter space and not the latent space of a network, since
we want to take advantage of our physical knowledge. The
compatibility scores are then processed through an algo-
rithm to select the ones above a certain threshold. This is
analogous to what is done with clustering algorithms [37]
381[39], with our scores determining whether the events
belong to the most populated cluster.

The most straight-forward approach is to construct a
feature vector from the low-level observables of each event
and then train a classifier to distinguish pairs of feature
vectors corresponding to signal events (i.e. simulated with
fixed ALP mass and lifetime) from those corresponding to
background events (i.e. simulated with randomly varying
ALP mass and lifetime). The feature vectors for each pair
of events are concatenated, and the network is trained
to minimize the binary cross-entropy. The classification
score for a pair of events (¢, j) can then be interpreted as
a compatibility measure Cj;. We call this approach Event
Compatibility based on Observables (ECO) hunt, as we
base our compatibility assessment on low-level observable.

Alternatively, since we already know that the compati-
bility of events eventually depends on the compatibility of
the corresponding model parameters, we can attempt to
reconstruct the posterior probability of the model param-
eters for each event and provide these as input to a classi-
fier. While this second option is technically more involved,
it explicitly makes use of our physical understanding of
what defines signal events in order to provide the most
relevant information to the algorithm. Another key advan-
tage of extracting the posteriors for each event is that they
can be used later for model parameter inference. We will
call this approach Events with Posterior Overlap (EPO)
hunt, as we are searching for an excess of events whose
posteriors cover the same regions of parameter space.

The posterior extraction can be carried out in different
ways, using either classical parameter inference techniques
or machine learning. For example, it was shown in Ref. [3]
that accurate posteriors can be obtained in our setup using
conditional invertible neural networks. Here we choose a
simpler network architecture and employ a classifier to
infer the likelihood-to-evidence ratio following Refs. [40}
41]. We perform (marginalized) neural ratio estimation
with classifiers trained on correct and incorrect pairings
of data and model parameters. The score of a classifier
trained with binary cross-entropy as loss can be converted
into the likelihood-to-evidence ratio. By normalizing the
probability distribution, we finally get the (marginalized)
posterior.

The EPO hunt approach might appear complicated,
but it is directly inspired by conventional bump hunting,
where one would extract a high-level observable that cor-
relates strongly with the model parameters. To determine
whether several events correspond to the same signal hy-
pothesis, however, one needs to know the experimental res-
olution in terms of the high-level observable, i.e. one needs
to have an explicit signal template. In our approach, on
the other hand, the posterior probability already carries
all relevant information, since its maximum corresponds
to the best-fit model parameters, while its width reflects
the experimental uncertainties.

How to extract model posteriors (or, more generally,
likelihood-to-evidence ratios) using ML techniques has been
discussed extensively in the literature. It has been shown
that classifiers are well suited for this task [42L[43]/44l[45]
40], since they are comparably easy to train and pro-
vide stable results. We note, however, that many alterna-
tive approaches exist, using for example normalising flows,
conditional invertible neural networks or diffusion models.
We will not review the technical details here, but instead
refer the reader to [47,[48[49,50,51]. For more literature
on this and other ML topics, see [52].

In the case of the ECO hunt, the relevant combina-
tions of low-level observables are constructed internally
by optimizing the network weights in order to maximise
the accuracy of the network. In the case of the EPO hunt,
we directly go to the model parameter space instead of de-
signing observables informative about the model parame-
ters.

In the end we have three different classifier algorithms:

1. a classifier extracting the mass posteriors from the low-
level features;

2. a classifier establishing the compatibility of events based
on the low-level observables (ECO hunt);

3. aclassifier establishing the compatibility of events based
on the posterior obtained from classifier 1 (EPO hunt).

For details on the network architecture and hyperparam-
eters, as well as the performance validation and coverage
tests, we refer to appendix [A]

3.4 Analysis strategy

In the following we will discuss a simplified but realistic
data analysis strategy. The discussion focuses on the case
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Fig. 2. Example analysis procedure with 5 observed events of which 3 are signals and 2 background. The 3 signal events are
correctly identified by our algorithm. In the bottom right plot, the posterior of the three signal events combined is shown. The
example considered here refers to an ALP mass of 1 GeV and the detector setup with poor resolution for angles and energy.

of low number of events collected, where the distinction of
signal and background is most critical. The data analysis
proceeds in three steps:

1. Determine whether the background-only hypothesis ex-
plains the data.

2. If the background only hypothesis is rejected, separate
the signal and background events.

3. Infer the signal properties.

Each of these steps will be discussed in a separate sec-
tion, where we will assess the performance of the different
approaches discussed above using appropriate measures.
It is worth mentioning that each step could also be car-
ried out separately with a different approach, for example
a conventional bump hunt. However, we will see that all
the steps can be addressed with our ML approaches with
comparable or better performance.

To conclude this section, we visualise the whole anal-
ysis procedure for the case of the EPO hunt approach in
fig. [2l In this example, the experiment observes five events
and their posteriors for the ALP mass are reconstructed
using an appropriately trained classifier (first panel). Al-
ready by visual inspection, we are able to tell that event
1 is different from the others. This is quantified by com-
puting compatibility scores, which will be introduced in
detail below. This is done first separately for each pair of
events (second panel) and then averaged over all pairings

(third panel). Here we see that the score of event 1 is in-
deed lower than our compatibility threshold (set here to
0.68) and hence discard it.

We repeat the procedure with the four remaining events
in the fourth panel. After the cleaning procedure, one
event is slightly below our compatibility threshold and
is therefore removed. We repeat again the cleaning pro-
cedure with the three remaining events in the fifth panel.
Now all events have a score well above our compatibil-
ity threshold. We then combine them to get the combined
posterior of the three signal events (and hence an estimate
of the ALP mass) in the sixth panel. In this example, the
signal events have been correctly identified and the true
ALP mass of m, = 1GeV was accurately reconstructed.
Of course, the procedure will not always work this well,
making it necessary to discuss in detail possible perfor-
mance measures.

4 Rejecting the background-only hypothesis
4.1 General approach

Once data has been collected, the first question of interest
is whether the data can be described by the background-
only hypothesis, or whether there is room for a signal. This
question needs to be answered before any potential signal
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can be studied in more detail. For counting experiments,
an answer can be provided by comparing the number of
observed events with the background expectation. More
generally, one performs a goodness-of-fit hypothesis test
by constructing a test statistic (T'S) with known distribu-
tion under the background hypothesis and determines the
probability of the measured value.

While it is not necessary to have an explicit signal
model in order to reject the background-only hypothesis,
the construction of the TS may be inspired by the ex-
pected difference between signal and background. In other
words, to be sensitive to a possible signal, the distribution
of the TS should change significantly in the presence of
a signal. Here we are interested in signals that are more
localised than the background, in the sense that signal
events are more similar to each other than background
events. Our strategy will therefore be to look for a “clus-
tering” of events that is unexpected under the background-
only hypothesis. In the simplest case, this is nothing other
than the classic bump hunt, where the similarity of sig-
nal events is revealed by studying the data in terms of a
high-level observable and searching for a localised excess.
Similarly, for our classifiers, a useful TS turns out to be
the number of compatible events. Let us clarify how this
selection algorithm works.

For each pair of events i and j # i the classifiers re-
turn a compatibility score C;; € [0, 1], where a score of 1
means that the events are identified as coming from the
same process. On the other hand, a score of 0 means that
the two events are incompatible, even when considering
the uncertainties. Signal events are expected to have high
compatibility with each other, while background events
should have lower compatibility with each other and with
signal events. This is analogous to signal events falling into
the same bin in a conventional bump hunt, while back-
ground events are more broadly distributed. Of course, in
both cases nothing prevents a background event to hap-
pen close to a signal event, making a perfect separation
impossible.

In the case of nops events, we thus obtain ngps(nobs —
1)/2 compatibility scores C;;. Once the pairwise compati-
bility score is established, we clean our sample to contain
only the compatible events as follows:

1. Evaluate the pairwise compatibility scores C;; with
ECO hunt or EPO hunt.

2. Average them as s; = ﬁ Z#i Cij.

3. Identify the events with the lowest s;.

4. Compare this value of s; with a chosen threshold: if the
value is above the threshold, conclude. If it is below,
discard the event and repeat the previous steps with
Nobs reduced by one.

5. The number of events retained at the end of the process
is used as T'S.

By discarding the event with the lowest compatibility, we
remove the most background-like event. As a consequence
of this discarding, the compatibility between the remain-
ing events increases. A permissive threshold close to 0 will
retain most events and is therefore analogous to using only
a few large bins in the case of the conventional bump hunt.

A restrictive threshold close to 1 will discard events un-
less they are extremely similar to each other, analogous
to choosing many narrow bins in the usual bump hunt.
We find that the optimal choice of the threshold depends
only slightly on the number of observed events, the signal
mass or the detector resolution, see appendix [B]for further
details.

In principle the threshold could be optimised sepa-
rately for each signal hypothesis and detector setup. How-
ever, in order to perform a first exploratory study in a
model independent way, it is convenient to keep the thresh-
old fixed to a value that performs reasonably well for all
cases. In the following, we will therefore consider a thresh-
old of 0.68. We have chosen this value as the one that
allows the best performance on all combinations of bench-
mark masses and detector resolutions.

To summarize, we use the following definition of the
TS:

(bump hunt)

TS — Largest count in single bin
B (ECO & EPO) .

Number of compatible events

As an example we show the distributions of the TS
for fixed background and signal in fig. [3| for the case of
poor detector resolution. The blue bars correspond to the
case that only background is present (with p, = 6), while
the red bars correspond to a background normalization
strength of p, = 2 and a signal with ps = 4 arising from
an ALP with m, = 1 GeV. In the left panel we show the
distribution for a conventional bump hunt with 11 bins,
while in the right panel we show the result for the ECO
hunt with threshold set to 0.68 E The EPO hunt gives
very similar results to the ECO hunt and is not shown.

The number of events left after the cleaning procedure
can now be used as the TS for the background-only hy-
pothesis test. If no events are observed, the value of the
TS will be set to 0. The TS can therefore be directly com-
pared to the largest number of events observed in a single
bin in the bump hunt approach. Of course, for either zero
or one observed events, the TS is trivial and all approaches
yield identical results. But as soon as at least two events
are observed, we can expect the various approaches to
perform differently depending on how successfully back-
ground events can be removed.

To quantify the performances we consider specific val-
ues of background normalization p;, and signal strength 4
and assume that the number of observed background (sig-
nal) events follows a Poisson distribution with expectation
value up (us). Note that neither up nor pg directly enter
our hypothesis test, i.e. we assume that the background
normalisation is completely unknown and we do not use
the signal model in the hypothesis test. The two parame-
ters are needed only to simulate events and evaluate the
distribution of the T'S. We then scan over different val-
ues of the background normalization and signal strength

! Note that both the number of bins and the threshold could
be optimised further to maximise the sensitivity for this par-
ticular setting. We have checked that doing so does not change
our conclusions.
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Fig. 3. Distribution of the TS for puy = 6 (blue) and for up, = 2, pus = 4 (red) for the conventional bump hunting (left) and
ECO hunt (right). We consider the case of good detector resolution and assume an ALP mass of m, = 1GeV for the signal
simulation. The distribution for the case of EPO hunt is very similar to the one of ECO hunt.

in order to understand which approach performs best in
which region. Since we are interested in the regime of low
background and signal, we focus our study to values of
background normalization u, € [0, 6] and signal strength
ws € [0,4].

For the case of the bump hunt, the background-only
hypothesis predicts roughly one event per bin on average.
The actual number of events in each bin follows a Poisson
distribution, but due to the bin overlap, the observations
in adjacent bins are correlated and an accurate analyt-
ical treatment is difficult. Nevertheless, it is intuitively
plausible that the majority of simulated realisations will
have more than one event in at least one bin, leading to
the test statistic peaking around 3. For the case of sig-
nal+background, we expect the majority of signal events
to end up in the same bin, such that the test statistic takes
larger values on average. Nevertheless, the separation be-
tween the two cases is not very large, making it difficult
to construct a powerful hypothesis test.

For the case of the ECO hunt (right panel), we find
that the two distributions become more distinct, because
the average value of the TS is shifted to smaller values for
the background-only case and to larger values for the back-
ground+signal case. Indeed, the value of the TS is found
to be very tightly correlated with the number of signal
events (with a correlation coefficient of 99.7%), indicating
that the ECO hunt successfully identifies the signal events
in most realizations.

4.2 Performance quantification

While fig. [3| provides a qualitative proof that the ECO
hunt can outperform the conventional bump hunt, we want

to compare the respective performances in a quantitative
way. In the case of a continuous TS one could for exam-
ple determine the power of the hypothesis test for fixed
significance «, for example o = 0.95. For a discrete TS,
however, the power is not a continuous function of the sig-
nificance and hence the result can depend sensitively on
the specific choice of . In the following, we will therefore
introduce a number of alternative performance measures.

As discussed above, to obtain a powerful hypothesis
test we would like the distribution of the TS to look as
different as possible for the case of background-only com-
pared to the case of background+signal. A common mea-
sure of how different two distributions are is the Wasser-
stein distance or Earth-mover distance [53]. For the exam-
ple considered in fig. [3] this measure takes the value 0.015
for the bump hunt and 0.030 for the ECO hunt, confirming
the better performance of the latter. While this separation
measure achieves the goal of comparing the different meth-
ods without the need for a choice of «, the result does not
have an intuitive statistical interpretation.

To construct a more intuitive performance measure, we
define the p-value and the log p-value of the background
hypothesis as

anax
p)=>"

m>1

Nmax

Ly(l) = > logps(m) ,

m>1

(2)

pb(m) )

(3)

where [ is the observed value of the TS and py(m) is the
probability to measure TS = m under the background-
only hypothesis. We emphasise that L,(I) # log(p(l)).
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Fig. 4. Sensitivity parameter for different cases of signal mass and detector resolution as a function of the background normal-

isation and signal strength.

The p-value can also be translated to the equivalent sig-
nificance Z(1) = v/2erf~*(1 — p(1)), which for a Gaussian
distribution corresponds to the number of standard devi-
ations away from the mean.

With these definitions, we can construct two relevant
performance measures:

where ps denotes the probability distribution of the TS for
the case of signal + background. In other words, these per-
formance measures correspond to the expectation value
of the logp-value and of the significance for the case of
signal + background. In both cases, larger values corre-
spond to a larger separation of background and signal +

background, i.e. a better performance of the method un-
der consideration. For the example considered in fig.
we find —(L,)s = 1.6 (—(Lp)s = 2.8) and (Z), = 1.1
((Z)s = 1.6) for the bump hunt (ECO hunt), confirming
our qualitative observation that the ECO hunt performs
much better than the bump hunt in this particular case.
However, as we will show next, the performance measures
depend on pup and pg, as well as on the detector resolution
and the specific signal hypothesis.

4.3 Results

We are now in the position to perform a detailed com-
parison of the performance of the different methods, i.e.
conventional bump hunting, hunting in observables (ECO
hunt) and hunting in posteriors (EPO hunt), using the
discovery sensitivity parameter (7).

In fig. 4] we visualise the values of the sensitivity pa-
rameter for different values of signal strength us and back-
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Fig. 5. Improvement over the classic bump hunt achieved by the ECO hunt (left panel) and the EPO hunt (right panel) in
terms of the sensitivity parameters (Z)s as a function of the background normalisation and signal strength. The ALP mass is
set to me = 0.2 GeV and we consider a detector with poor resolution.

ground normalization pp. We focus here on two different
cases: a large mass of 1 GeV observed by a calorimeter
with good resolution and a small mass of 0.2 GeV observed
by a calorimeter with poor resolution. As shown in Ref. [3],
these two cases represent respectively a scenario where the
standard approach (i.e. the bump hunt) should work well
and a scenario where the standard approach would have
limitations.

In both scenarios, all approaches exhibit roughly the
same behaviour, namely that the expected sensitivity (i.e.
the power to reject the background-only hypothesis) de-
creases for larger pp and increases for larger ps. In the
first scenario the performances are very similar regardless
of the applied approach. On the contrary, in the case of
small mass the performance of the conventional approach
decreases visibly, while the performance of the ML-based
approaches is almost unchanged. This suggests that the
ML approaches are more robust against an increase in ex-
perimental uncertainties. This finding will be further cor-
roborated when discussing background events rejection in
the following section, where again the larger detector un-
certainties do not significantly affect the performance of
the ML approaches.

We can also see in fig. [f] that the ECO hunt and EPO
hunt have very similar performances. This implies that
most of the information contained in the event (or at least
the information necessary to assert the compatibility of
events) is contained in the mass posterior. Conversely, this
also suggests that the ECO hunt (which has the full infor-
mation of the underlying event) is internally performing
a model parameter reconstruction in order to assess the
event compatibility.

For the case of small ALP mass and poor resolution,
we can visualise the improvement achieved by the two ML
approaches compared to the bump hunt by taking the dif-
ference between the respective sensitivities. These are vi-
sualised in fig. [5l As expected, the improvement is very
modest if both ps and p, are small, in which case it will
generally not be possible to establish the presence of a sig-
nal. On the other hand, in the most interesting region with
relatively large ps and pup the sensitivity increases by up to
0.75. This is a substantial improvement, keeping in mind
that the naive scaling Z o< 15/ /1y would suggest that we
need to double the size of the data set to increase the sen-
sitivity from 2 to 2.8. The improvements of the ECO and
EPO hunt over the bump hunt follow very similar trends
in pp and ps, with the EPO hunt giving slightly better
values. The fact that the improvement is largest for larger
numbers of observed events is expected, as the advantage
of the ML approaches resides in the improved ability of
removing background events from the sample. This ability
will be investigated in more detail in the following section.

5 Removing background events
5.1 Approach and performance quantification

The hypothesis tests in the previous section relied im-
plicitly on the distinction between signal and background
events. This distinction is necessary for the TS distribu-
tion to be different under the background-only and sig-
nal+background hypothesis. In the present section, we
make explicit use of these differences to remove back-
ground events from a sample of observed events.
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Fig. 6. ROC curve and AUC in the case of small (left panel) and large (right panel) uncertainties. The EPO hunt is shown in
solid, the ECO hunt in dashed, and the conventional bump hunt is indicated with 4+ markers. As we move from the left to the
right of the plot, the bin width and compatibility threshold increase, leading to larger signal efficiency and smaller background

rejection.

In the ideal case, one would be able to find a signal re-
gion (or a signal window in the case of a single high-level
observable) such that all signal events fall inside that re-
gion and all background events end up outside of it. In
practice, there will be a non-zero probability for back-
ground events to fall into the signal region, in particular
if the region is large. For a small signal region, on the
other hand, signal events can end up outside of it when
taking into account the experimental resolution. The op-
timal size of the signal region therefore balances these two
opposite effects, i.e. it needs to find a compromise be-
tween falsely accepted background events and falsely re-
jected signal events.

With our ML approaches we face exactly the same
issue. If we require a high compatibility threshold in or-
der for events to count as signal, we risk removing signal
events. Lowering the threshold for compatibility, on the
other hand, increases the chance of keeping background
events.

A straightforward way to quantify the performance of
the task to correctly identify signal events is to determine
the Receiver Operator Characteristic (ROC) curve, i.e.
the background rejection (1/ep) as a function of signal effi-
ciency (g5), as well as the corresponding Area Under Curve
(AUC). The ROC curve is obtained by varying the thresh-
old value between 0 (all events accepted, e; = &, = 1) and
1 (all events rejected, e; = ¢, = O)E| These quantities
are useful measures of our overall ability to correctly as-

2 Note that in our approach the number of bins in the con-
ventional bump hunt can only take integer values. As a re-
sult, we do not actually obtain a continuous ROC curve in this

sess the compatibility of two events and identify them as
signal.

In the physical scenario we are interested in, however,
not all parts of the ROC curve are equally important to
us. Since we are interested in scenarios with a small num-
ber of signal events, we want to keep as many of them as
possible in order to constrain the underlying signal model,
i.e. we want to focus on the background rejection for large
signal acceptance. A cumulative measure like the AUC is
therefore too simplistic. A more suitable measure of per-
formance is for example given by the background rejection
for e, = 0.8 or €5 = 0.9. Clearly, higher background rejec-
tion corresponds to better performance.

5.2 Results

We start by considering the ROC curves for the different
signal benchmark masses. They are visualised in fig. [6]
with the left (right) panel corresponding to small (large)
uncertainties. In addition to the result of the ECO hunt
approach (dashed lines) and EPO hunt approach (solid
lines), we also visualise the performances for different bin
widths (crosses). Different colours correspond to different
ALP masses. We find that for all approaches the perfor-
mance is better for larger ALP masses, consistent with our
previous results and the intuition that larger ALP masses
lead to larger photon opening angles, which are less af-
fected by the angular resolution.

case, but a discrete set of signal acceptances and corresponding
background rejections.
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Table 1. ECO hunt background rejection for fixed signal efficiency and AUC.

resolution  mq[GeV] é(as =0.8) é(as =0.9) AUC
good 0.2 59+£0.1 5.00 £ 0.08 0.873 = 0.005
good 1.0 7.2£0.6 5.1£04 0.919 £ 0.005
good 4.0 1945 942 0.962 £ 0.006
poor 0.2 5.3£0.3 4.5+0.3 0.86 = 0.01
poor 1.0 5.5£04 4.1£0.3 0.892 £ 0.008
poor 4.0 20£10 10+4 0.96 + 0.01

Table 2. EPO hunt background rejection for fixed signal efficiency and AUC.

resolution  mq[GeV] %(ss =0.8) %(65 =0.9) AUC
good 0.2 8.0£0.3 6.6 £0.2 0.914 £ 0.006
good 1.0 10.5£0.8 7.4+£04 0.942 £ 0.006
good 4.0 60 £ 20 30£10 0.988 £ 0.005
poor 0.2 6.8£0.3 5.7£0.2 0.902 £ 0.005
poor 1.0 8.5+ 0.7 6.1 +0.3 0.93 +£0.01
poor 4.0 21£8 14+4 0.97 £ 0.01

When comparing the overall performance, we find that
the EPO hunt and ECO hunt generally perform similarly
well. In most cases we furthermore find a slightly better
performance for the EPO hunt (see tables [1] and [2] for
further details). This finding is somewhat surprising, given
that the ECO hunt has access to the full set of low-level
observables for each event, while the EPO hunt only knows
about the inferred mass posterior. We conclude that this
mass posterior compresses the most relevant information
into a form that allows for very efficient training.

When going from the case of good to poor resolution,
the performances deteriorate only slightly for the ML-
based approaches, while they get substantially worse for
the conventional bump hunt. For good resolution, the con-
ventional approach shows similar performances as the ML
approaches, and even outperforms the latter in cases, for
example for m, = 0.2GeV and low signal efficiency. For
the case of poor resolution, the situation is different, and
the ML-based approaches clearly outperform the conven-
tional one.

In tables [I] and ] we also quantify the network uncer-
tainties for the various performance measures, obtained
by repeating the training several times with different ini-
tializations. We find that these different networks per-
form differently well for different signal hypotheses, i.e.
one performs better for small ALP masses, while another
performs better for ALP masses. While the resulting un-
certainties are non-negligible, they do not qualitatively
change our conclusions.

With our fixed threshold of 0.68, we are always in the
desirable region of high signal efficiency. For ECO hunt we
end up with e, = 0.72+£0.06 for the worst case scenario of
small mass and poor resolution, while for the best scenario
of large mass we have €; = 0.94+0.02. The same threshold
for EPO hunt puts us in an even higher signal efficiency
region, explicitly we have ¢, = 0.83 + 0.02 for the worst
case and €5, = 0.99 £ 0.01 for the best case scenario.

While in the previous section we saw only a moderate
improvement of the ECO and EPO hunt over the stan-
dard bump hunt, the situation changes when we consider
the rejection of background events. In particular, EPO
hunt always outperforms the conventional approach, even
for the case of good resolution. Overall, both of our ML
approaches show good performance in the high signal effi-
ciency region for our fixed threshold choice. This will allow
us to perform parameter inference with the selected events
in the next section.

6 Parameter inference
6.1 Approach and performance quantification

We have now established how we can use our approach
to determine the presence of signal and to remove back-
ground events from a sample of observed events. The re-
maining events, identified as coming from a common sig-
nal, can be used to infer the parameters of the model. In
Ref. [3] we already studied one possible way to achieve this
goal using conditional invertible neural networks trained
on sets of events. Here we consider an alternative possibil-
ity, namely to use the parameter posteriors for individual
events, which we constructed in the context of the EPO
hunt approach. By combining the single-event posteriors,
we can extract the posterior from multiple observed signal
events.

To perform the combination, we note that the likeli-
hood from a group of n independent events is just the
product of the single-event likelihoods:

n

L(x1,,%,10) =[] £(x:16),

i=1

(6)

where x; is the feature vector of the ith event and 6 is the
model parameter we are interested in. In general there
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can be multiple model parameters, but in our case we
are focusing on the marginalised posterior on the mass,
so we will restrict to a single model parameter for this
discussion. The Bayesian posterior for several events is
then given by

p(0]x1,,%,) = ={f) Hi;; L) (7)

with the prior 7(6) and the Bayesian evidence p, which
provides the normalisation for the posterior.

We emphasise that the Bayesian posterior for several
events is not simply the product of the posteriors for in-
dividual events:

both because 7(0) # 7™ () and because p # [[p;. How-
ever, given the posterior of an individual event, we can
directly extract the likelihood-to-evidence ratio r(x;|6) =
L(x:]0)
p(x:)
r(x;,0) is actually the quantity provided by the classifier
used in the EPO hunt. These ratios can then be multiplied
together and with the prior 7(0) to obtain a quantity that
differs from the actual posterior only by a multiplicative
factor:

by dividing the posterior by the prior. In fact,

n

p(Ox1,, %) o [ [ r(xil0)m(6) - (9)

i=1

The missing factor can be obtained by numerically inte-
grating the right-hand side and making use of the fact
that the left-hand side is normalised to unity. In our case,
where we want to obtain the marginalised posterior for
the mass, the normalization requires only a 1-dimensional
integration at very little computational cost. No further
algorithm training or assumptions are necessary to extract
the model parameter.

While this procedure is very simple, it should be kept
in mind that every evaluated posterior carries some error.
The larger the number of events we want to combine, the
larger the combined error could become. For this reason
it may be advantageous (in the case of a large event sam-
ple) to train an inference algorithm directly on the whole
sample, rather than combining the posteriors of the single
events. However, for the case of classifiers and likelihoods,
it has been shown that combining multiple events before
training the classifier does not lead to a better perfor-
mance [54]. In order to check the reliability of the posterior
combination, we will check the coverage plots as discussed
in appendix [A]

Another possible concern is that the procedure out-
lined above gives undesired results in the case that a sig-
nal event is incorrectly discarded or a background event
is accepted. In the following we will consider these cases
and show that the procedure is rather robust and leads to
reliable results.
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Fig. 7. Behaviour of the uncertainty on the inferred ALP
mass for increasing number of signal events. We show both
the spread of the average prediction and the average posterior
width. The predicted scaling would follow 1/,/nsig, indicated
by the line.

6.2 Results

We have already shown an example of combining signal
events in fig. [2l This particular example was chosen such
that all the signal events are correctly identified. If this is
the case, the posterior behaves as expected, i.e. both the
width of the posterior and the standard deviation of the
posterior peak o(log,, ) for multiple realisations of the
experiment scale as (nsig)_l/ 2 when increasing the num-
ber of observed events ng;q, see fig. m We conclude that
the combined posterior has approximately the correct cov-
erage, at least for ng, < 8.

This is confirmed in fig. [8] where the blue lines in the
two panels show the coverage for the case of three and four
correctly identified signal events. In the coverage plots we
can understand whether the inferred posteriors are reli-
able or not. Empirical coverages larger than expected in-
dicate that the uncertainties on the model parameters are
larger (i.e. the corresponding posteriors wider) than nec-
essary. On the contrary, empirical coverages smaller than
expected can be due to either a bias in the parameter pre-
diction or underestimated uncertainties. This is exactly
what happens when signal events are incorrectly rejected
or background events are incorrectly accepted.

However, from the results presented in section [5.2] we
know that this does not always happen. We therefore need
to consider also what happens when background events
are not rejected and when signal events are not accepted.
Examples for these two cases are shown in fig. [0} In this
section we always consider an ALP mass of 1 GeV and the
detector setup with poor resolution, but our conclusions
extend qualitatively to all the benchmarks.

In the top row of fig. [0 we show what happens if two of
the four signal events are incorrectly discarded. Discarding
signal events has two effects: First, the resulting posterior
will be broader than it would be if all signal events were
included. Second, because outlier events tend to be re-
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Fig. 8. Coverage test when discarding signal events (top) and
when accepting background events (bottom). The scenarios
considered reflect the scenarios in fig. [0} so four signal events
plus one background event (top) and three signal events plus
two background events (bottom).

moved first, the peak of the posterior will be biased and
therefore subject to larger fluctuations. Both effects can
be seen in the top-right panel of fig. [0} where we compare
the posterior obtained combining the selected events (in
black) to the one obtained by combining all true signal
events (in grey). In general, the second effect dominates,
i.e. for repeated experiments the peak of the posterior ex-
hibits larger fluctuations than expected from the width
of the posterior. This corresponds to an undercoverage,
because the true value of the ALP mass lies inside the
68% credible region in less than 68% of the realisations.
This expectation is confirmed in fig. 8] where we show the
coverage in case of incorrectly rejected signal events.

The case where background events are incorrectly ac-
cepted as signal is visualised in the second row of fig. [9] In
this specific case, there is no threshold that could reject
the background events while retaining all signal events. In-
cluding additional events leads to a narrower and shifted
posterior. Clearly, this case also corresponds to undercov-
erage, i.e. the small width of the posterior does not ac-
curately reflect the true uncertainty of the inferred ALP
mass. This is shown in the bottom panel of fig.

Nevertheless, we observe from fig. [§] that the issue of
undercoverage is most severe only for relatively low cov-
erage. If we are interested in inferring the 68% credible
interval for the ALP mass, our results are not significantly
affected by either rejecting signal events or accepting back-
ground events. The combination of single-event posteriors
obtained within the EPO hunt approach is therefore ex-
pected to provide an accurate characterisation of the un-
derlying signal.

7 Conclusions

Simulation-based inference methods offer the potential to
directly analyse experimental data using a large number of
low-level features instead of a few high-level observables.
In the current work we have shown that this approach can
be used to search for an excess over expected background
using only low-level features. The fundamental idea is to
identify events that are more similar to each other than to
the background events. This similarity can be understood
as a commonality in the model parameters inferred from
each event. In other words, one hunts for an excess in
model parameter space.

As an explicit example, we have considered the search
for axion-like particles decaying into two photons at the fu-
ture proton beam-dump experiment SHiP. For this search
traditional bump hunting reaches its limits, because it is
difficult to accurately measure the final state and recon-
struct the decay vertex. As a result, it is suboptimal to
use the diphoton mass as high-level observable to search
for an excess.

To address this challenge, we have developed two dif-
ferent approaches based on classifiers: ECO hunt and EPO
hunt. While the former directly uses low-level observables
to search for similarity between events, the latter first re-
constructs the posterior of the ALP mass for further anal-
ysis. We have shown that both approaches perform sim-
ilarly well when testing the background-only hypothesis
and when separating signal and background, suggesting
that the ALP mass posterior carries all the relevant in-
formation. Compared to the ECO hunt, the EPO hunt
has the advantage that the individual posteriors of the
events that remain after background-signal separation can
directly be used for model parameter inference by combin-
ing them into a single posterior of a common signal.

Fig. [4] shows that both approaches are promising al-
ternatives to traditional bump hunting and increase the
sensitivity to new physics in the case of large detector un-
certainties as well as in the case of sizeable backgrounds.
Moreover, ECO hunt and EPO hunt do not suffer from the
traditional look-elsewhere effect. These findings are not
limited to the case of proton beam-dump experiments, but
will be relevant in any setting where backgrounds are rare
and difficult to model and the optimal high-level observ-
ables are unknown. In particular, we expect the methods
proposed here to be valuable also in searches for long-lived
particles at the LHC.
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Code and data

The code used for the event generation, the network archi-
tecture and its training can be found at https://github.
com/amorandini/param_hunt. An example Jupyter note-
book which explains how to derive the plots and results in
this paper is also provided. Neural networks are built and
trained with Tensorflow [55] and use Keras [56] as back-
end. Hyperparameter scans are performed with Keras-
Tuner [57].

A Network architecture, hyperparameters and
validation

For the classifier that performs the posterior inference, we
use the architecture summarised in table |3[ and a training
sample consisting of 250k events of different masses and
lifetimes. We find that the lifetime posterior is typically
rather flat and uninformative, and therefore focus on the
marginalised posterior for the ALP mass. The architecture
and hyperparameters of the classifier assessing the com-
patibility based on low-level observables is given in table[d]
Given that the posterior extraction from low-level observ-
ables and the compatibility assessment based on low-level
observables are similar tasks, the architectures of the two
classifiers are very similar. The only differences between
the two are the sample sizes and the use of batch normal-
ization. These differences do not significantly change the
final performance, but make the training procedure more
stable.

The architecture used to evaluate the compatibility be-
tween events based on their posteriors is given in table [5]
In this case, the network input is very different and the
architecture has been adapted accordingly. In particular,
the input has higher dimensionality, as the posteriors are
evaluated on a grid of 200 points in the ALP mass. We
regularise the posterior probability by taking the natural
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Table 3. Architecture and hyperparameters of the classifier ex-
tracting posteriors. A training sample consisting of 250k events
is used for training.

Architecture

Number of hidden layers 4
Units per hidden layer 64
Hidden layer activation function prelu
Hyperparameters

Batch size 4096
Batch normalization no
Max number epochs 100
Initial learning rate 2.4-1072

Decay rate 0.95 every 500 steps

Early stopping (loss) § < 5-1073 for 20 epochs

Table 4. Architecture and hyperparameters of the classifier
applied to the low-level features. A training sample consisting
of 500k events is used for training.

Architecture

Number of hidden layers 4
Units per hidden layer 64
Hidden layer activation function prelu
Hyperparameters

Batch size 4096
Batch normalization yes
Max number epochs 100
Initial learning rate 2.4-1073

Decay rate 0.95 every 500 steps

Early stopping (accuracy) § < 51073 for 20 epochs

Table 5. Architecture and hyperparameters of the classifier
applied to the event posteriors. The same training sample of
the classifier applied to observable is used, but the posteri-
ors have been extracted by a trained classifier. Posteriors are
stacked to form a (200, 2) array which is later processed by 1D
convolutional layers.

Architecture
Convolution 1D filters [64, 64, 128]
Convolution activation function relu

After convolutional layer Max pooling

Number of hidden layers 4
Units per hidden layer 64
Hidden layer activation function prelu
Hyperparameters

Batch size 4096
Batch normalization no
Max number epochs 100
Initial learning rate 5-1074

Decay rate 0.95 every 500 steps

Early stopping (accuracy) § < 5-1072 for 20 epochs

logarithm, requiring values to be larger than —4 and nor-
malising the result to lie between 0 and 1. The posteriors
for the two events under consideration are then stacked
to form a (200, 2) array. This kind of pre-processing is
inspired by image recognition. The posteriors are then
passed through a series of 1D convolutions until they reach
dimension (128, 2) and finally a max pooling layer reduc-
ing them to (128, 1) dimensions. Now the resulting array
is evaluated by a series of dense hidden layers until a com-
patibility score is returned.

All hyperparameters have been selected after a series
of hyperparameter scans. All the training curves show fast
convergence and little to no overfitting. In particular for
the classifier applied to event posteriors, the performance
is very stable against changes in hyperparameters, because
the task is comparably easy.

A general difficulty when using classifiers to infer pos-
terior probabilities for model parameters is how to assess
the network performance if the true posterior is unknown.
One possibility to measure performance is to study the
coverage, i.e. to determine how often the true parameters
are contained in a credible interval of given probability
[6]. While we do not have access to the true posterior,
we have access to the model parameters used to gener-
ate the events. We can use our estimated marginal poste-
riors to derive the minimal credible region that contains
the ALP mass. This will constitute our empirical coverage
that needs to be compared with the expected coverage.

In fig. [I0] we can see that our posterior estimates are
slightly conservative in the sense that the uncertainties
are slightly overestimated. Fig. [10| can however not tell us
whether the inferred posterior is optimal, i.e. as narrow as
possible given the available information. To answer this
question, we have considered an experiment with close to
perfect energy resolution, such that the invariant mass of
the diphoton pair correlates very tightly with the ALP
mass. We find that in this case the posterior width agrees
with the resolution of the diphoton invariant mass, con-
firming that our network performs close to optimally. For
the remainder of this work we will assume that this is
also the case for detectors with poor energy resolution.
In any case, for the purpose of assessing event compati-
bility, it is sufficient that the posterior estimates are not
over-confident.

B Threshold selection

Throughout this study we have fixed the threshold of our
compatibility algorithm to 0.68. This specific value was
chosen to maximise the average sensitivity (Z)s for all
benchmark scenarios and across the whole range of signal
strengths and background normalisation. In this appendix
we will discuss how stable our performances are against
the choice of threshold. We will show how the sensitivity
(Z)s varies for several physical scenarios when using dif-
ferent thresholds. In the second part of this appendix we
will consider a slightly different task that requires a dif-
ferent performance measure. We will show that we obtain
a similar threshold dependence of the performance.



K. Chathirathas, T. Ferber, F. Kahlhoefer, A. Morandini: Finding excesses in model parameter space

Coverage for SHiP experiment

1.0

—— Good resolution
Poor resolution

o ©
o o
1 !

Emprirical coverage
°
D

0.24

0.4 0.6 0.8 1.0

Expected coverage

0.2

Fig. 10. Coverage plots for the posteriors of our classifiers in
the case of good and poor resolution. A small underconfidence
is present. The plateau at large coverage is given by the fact
that the true mass value falls within the bin with highest pos-
terior.

B.1 Optimizing for (Z), sensitivity

We start by discussing the performance measure (Z); in-
troduced in section In the main text we show the per-
formances for fixed threshold over the ranges of u, and pg
of interest. Here we provide the complementary informa-
tion of how the performance varies for different thresholds
for fixed values of yp and ps. Our findings are summarised
in fig.

Regardless of the physical scenario, we see similar trends
in the performance dependence. The optimal threshold is
always in the range 0.6 — 0.8. Going to lower thresholds
leads to a smoothly decreasing performance, while over-
shooting the optimal value leads to a steep decrease in
performance. The optimal threshold also depends on the
physical scenario in the expected way: large ALP masses
seen by a detector with good resolution require a larger
threshold than small masses seen by a detector with poor
resolution. This is because large masses lead to more peaked
posteriors, which are easier to distinguish from incompat-
ible events, hence we can use a stricter compatibility re-
quirement in our algorithm.

Overall, a threshold of 0.68 is a good compromise.
While it is not the best choice for each scenario consid-
ered, it performs almost optimally for all of them. This
choice of threshold is therefore appropriate for a model-
independent exploratory study. It is of course possible to
further optimise the threshold choice when more informa-
tion about the physical scenario is available.

B.2 Further background rejection performances

In the main text we consider a binary classification of
pairs of events into either compatible (i.e. signal events)
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or incompatible (i.e. background events). Here we con-
sider a more difficult task, namely to perform classifica-
tion between samples of ngps > 2 events and determine
whether or not background events are present in the sam-
ple. Specifically, we want to compare the case where ngis
signal events and npye are observed to the case where no
signal events and npkg + Nsig background events are ob-
served. For this task the signal strength and background
normalization do not play any role in the sense that the
total amount of observed events cannot be used to dis-
tinguish the background only and background plus signal
scenarios.

We are interested in the distribution of the T'S defined
in section [£.2] i.e. the number of events identified as sig-
nal by the ECO and EPO hunt. Let us call plle*s(I) the
distribution of the TS when there are ngns events in a
sample of which n are signal events. We are then inter-
ested in quantifying the difference between the distribu-
tions pltet= (1) and py°* (1), i.e. how good we are at distin-
guishing a sample of nqps events that contains n signal
events from one that does not contain any. Similarly to
before we can then define

Nobs Nobs
(Lpoype= = | pne= () > Lyge(m) |, (10)
=1 m>1

where Ly, ¢ is the value of L, for n = 0. In contrast to the
performance measure (Z),, this quantity measures how
well we discard background events, rather than quanti-
fying the expected sensitivity. Differently from the AUC
considered in section [5] the performance measure is non-
binary, as it depends on the total number of events.

We show this new performance measure for varying
contamination of background events and for different thresh-
old values in fig. As before, the optimal value of the
threshold will depend on the position and spread of the
signal. The dependence on the threshold choice is stronger
than in the previous case, but it exhibits exactly the same
trends. Taking a threshold which is too large leads to a
steep decrease in performance, while taking lower thresh-
olds leads to roughly linearly decreasing performances.

We find that the threshold value of 0.68 is a reasonable
choice also for this task, even though it has been selected
to maximise (Z),. This is a non-trivial result, because the
task of identifying a signal excess and discarding back-
ground events are not the same, even though they are of
course closely related. The fact that the same threshold
works reasonably well for both the tasks highlights the
robustness of our approach.
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