Discriminating $B \to D^* \ell \nu$ form factors via polarization observables and asymmetries
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Form factors are crucial theory input in order to extract $|V_{cb}|$ from $B \to D^{(*)}\ell \nu$ decays, to calculate the Standard Model prediction for $R(D^{(*)})$ and to assess the impact of New Physics. In this context, the Dispersive Matrix approach, a first-principle calculation of the form factors, using no experimental data but rather only lattice QCD results as input, was recently applied to $B \to D^{(*)}\ell \nu$. It predicts (within the Standard Model) a much milder tension with the $R(D)$ measurements than the other form factor approaches, while at the same time giving a value of $|V_{cb}|$ compatible with the inclusive value. However, this comes at the expense of creating tensions with differential $B \to D^*\ell \nu$ distributions (with light leptons). In this article, we explore the implications of using the Dispersive Matrix method form factors, in light of the recent Belle (II) measurements of the longitudinal polarization fraction of the $D^{*}$ in $B \to D^*\ell \nu$ with light leptons, $F_{L}^{\ell}$, and the forward-backward asymmetry, $A_{FB}^{\ell\nu}$. We find that the Dispersive Matrix approach predicts a Standard Model value of $F_{L}^{\ell}$ that is in significant tension with these measurements, while mild deviations in $A_{FB}^{\ell\nu}$ appear. Furthermore, $F_{L}^{\ell}$ is very insensitive to New Physics such that the latter cannot account for the tension between Dispersive Matrix predictions and its measurement. While this tension can be resolved by deforming the original Dispersive Matrix form factor shapes within a global fit, a tension in $R(D^*)$ reemerges. As this tension is milder than for the other form factors, it can be explained by New Physics not only in the tau lepton channel but also in the light lepton modes.

I. INTRODUCTION

Due to the chiral suppression of purely leptonic $B$ decays, the most precise direct determinations of the CKM element $|V_{cb}|$ originate from semi-leptonic $B$ decays [1–12]. However, the exclusive and inclusive determinations of $|V_{cb}|$ have been in tension with each other for a long time now [12, 13]. Furthermore, the exclusive value is also in tension with the indirect determination of $|V_{cb}|$ from the Unitarity Triangle analysis [14, 15], which points towards its inclusive value. As this inclusive/exclusive discrepancy cannot be explained by physics beyond the Standard Model (SM) [16–18], scrutiny of the different theoretical methods is even more important.

In the exclusive case, the SM value of $|V_{cb}|$ relies on form factors (FFs), which can be calculated by different non-perturbative methods, in particular light-cone sum rules [11, 20, 21] and lattice QCD [22, 23]. These FFs also enter the SM predictions for the ratios

$$R(D^{(*)}) = \frac{BR(B \to D^{(*)}\tau\bar{\nu})}{BR(B \to D^{(*)}\ell \nu)} \; , \; \ell = e, \mu \; ,$$

(1)

testing lepton flavour universality (LFU). Here, a tension between the measurements of BaBar [24, 25], Belle [26–30] and LHCb [31–34], whose average reads [12]

$$R(D) = 0.356 \pm 0.029 \; ,$$

$$R(D^*) = 0.284 \pm 0.013 \; ,$$

(2)

and the SM prediction [12]

$$R_{SM}(D) = 0.298 \pm 0.004 \; ,$$

$$R_{SM}(D^*) = 0.254 \pm 0.005 \; ,$$

(3)

of 3.2σ exists. While in this case a New Physics (NP) explanation is possible, and these ratios have the advantage of being fairly insensitive to hadronic uncertainties, the HFLAV value is challenged by alternative calculations of the FFs, in particular the one based on the Dispersive Matrix (DM) approach [35, 36]. The DM FFs

2 The HFLAV value is based on Refs. [1–3, 5, 6, 8].
do not only reduce the tension in $R(D^*)$ to 1.3σ [37], but also give $|V_{cb}| = (41.2 \pm 0.8) \times 10^{-3}$ from $B(\ell) \to D(\ell)\nu$ [8, 37, 38], which agrees with the inclusive values of $(42.16 \pm 0.51) \times 10^{-3}$ [39] or $(41.69 \pm 0.63) \times 10^{-3}$ [40].

However, this agreement comes at the cost of creating tensions between the DM FFs and the ones measured in differential $B \to D^{(*)}\ell\nu$ distributions. While this opens up the possibility of NP coupling to light leptons (instead or in addition to quarks) it is not clear that this is a feasible option once all experimental information is taken into account. Indeed, the Belle and Belle II collaborations recently released the results of the first measurement of the $D^*$ longitudinal polarization fraction $F_L^e$ [41, 42] finding

$$
F_{L, \text{Belle}} = 0.485 \pm 0.017 \pm 0.005,
F_{L, \text{Belle II}} = 0.581 \pm 0.017 \pm 0.005,
$$

with the dimension-six operators

$$
O_L^e = (\bar{c} \gamma^\mu P_L b) (\ell \gamma_\mu P_L \nu_i),
O_R^e = (\bar{c} \gamma^\mu P_R b) (\ell \gamma_\mu P_L \nu_i),
$$

$$
O_L^\nu = (\bar{c} P_L b) (\ell P_L \nu_i),
O_R^\nu = (\bar{c} P_R b) (\ell P_L \nu_i),
O_T^\nu = (\bar{c} \sigma^{\mu\nu} P_L b) (\ell \sigma_{\mu\nu} P_L \nu_i),
$$

with the dimension-six operators

$$
\langle D^*(p, \epsilon)|\bar{c} \gamma^\mu P_L b |B(p_B)\rangle =
$$

$$
- \frac{1}{m_B + m_{D^*}} \frac{V(\epsilon^\mu)}{\epsilon^\nu} + i A_0(q^2) \frac{m_{D^*}}{q^2} (\epsilon^\nu \cdot q) q^\mu
$$

$$
- \frac{i A_1(q^2)}{2(m_B - m_{D^*})} \left[ (m_B^2 - m_{D^*}^2) \epsilon^{\nu\mu} - (\epsilon^\nu \cdot q)(p + p_B)^\mu \right]
$$

$$
- i A_2(q^2) \frac{m_{D^*}}{q^2} (\epsilon^\nu \cdot q) \frac{q^2}{m_B - m_{D^*}} (p + p_B)^\mu - q^\nu
$$

For the SM operator, the $B \to D^*\ell\nu$ matrix element is described as

$$
\langle D^*(p, \epsilon)|\bar{c} \gamma^\mu P_L b |B(p_B)\rangle =
$$

$$
2 m_{D^*} A_3(q^2) = (m_B + m_{D^*}) A_1(q^2) - (m_B - m_{D^*}) A_2(q^2),
$$

with $q = p_B - p$, such that $q^2$ is the invariant mass of the dilepton pair. The FFs can be decomposed as

$$
V(q^2) = \frac{m_B + m_{D^*}}{2} g(w),
$$

$$
A_1(q^2) = \frac{f(w)}{m_B + m_{D^*}},
$$

$$
A_2(q^2) = \frac{1}{2} \left( \frac{m_B + m_{D^*}}{w^2 - 1} m_B m_{D^*} \right) \left( \frac{w - m_{D^*}}{m_B} \right) f(w) - \frac{F_1(w)}{m_B},
$$

$$
A_0(q^2) = \frac{1}{2} \sqrt{m_B m_{D^*}} P_1(w),
$$

in the Boyd-Grinstein-Lebed (BGL) formalism [43–45] with

$$
w = \frac{m_B^2 + m_{D^*}^2 - q^2}{2 m_B m_{D^*}}.
$$

The FFs obey two kinematical constraints: at zero recoil ($w = 1$), where only two out of the three helicity amplitudes are independent when the $D^*$ meson is at rest,

$$
F_1(1) = (m_B - m_{D^*}) f(1)
$$

holds, while at maximum recoil, due to the cancellation of any apparent kinematical singularity in the Lorentz
decomposition of Eq. (8), we have
\[ P_1(w_{\text{max}}) = \frac{\mathcal{F}_1(w_{\text{max}})}{(1 + w_{\text{max}})(m_B - m_{D^*})\sqrt{m_B m_{D^*}}}. \] (13)
Here, we introduced \( w_{\text{max}} \) which for a massless lepton
\[ w_{\text{max}} = \frac{m_B^2 + m_{D^*}^2}{2 m_B m_{D^*}} \simeq 1.504. \] (14)
We can now define the differential decay width as
\[
\frac{d\Gamma(D \to D^*(\to D\pi)\nu)}{dw\,d\cos\theta_{\ell}\,d\cos\theta_D\,d\chi} = \frac{G_F^2|V_{cd}|^2}{16\pi^3} 3m_B m_{D^*}\sqrt{w^2 - 1} \left\{ \begin{array}{l}
(1 - \cos\theta_{\ell})^2 \sin^2\theta_D |H_+|^2 + (1 + \cos\theta_{\ell})^2 \sin^2\theta_D |H_-|^2 + 4 \sin^2\theta_{\ell} \cos^2\theta_D |H_0|^2
\end{array} \right.
- 2 \sin^2\theta_{\ell} \sin^2\theta_D \cos 2\chi H_+ H_- - 4 \sin\theta_{\ell}(1 - \cos\theta_{\ell}) \sin\theta_D \cos\theta_D \cos\chi H_0
+ 4 \sin\theta_{\ell}(1 + \cos\theta_{\ell}) \sin\theta_D \cos\theta_D \cos\chi H_0 \}.
\] (15)

In the massless lepton limit,
\[^3\] In the differential width, the angle (in the virtual \( W \) boson rest frame) between the lepton and the direction opposite to the \( B \) meson momentum is defined as \( \theta_{\ell} \): the angle in the \( D^* \) rest frame between the \( D \) meson and the direction opposite the \( B \) meson momentum is \( \theta_D \), and finally the angle in the \( B \) meson rest frame between the two decay planes spanned by the \( D^* - D \) and \( W - \ell \) systems is \( \chi \).

In Eq. (15) we have introduced the helicity amplitudes
\[ H_0(w) = \frac{\mathcal{F}_1(w)}{\sqrt{m_B^2 + m_{D^*}^2 - 2 m_B m_{D^*} w}} \],
\[ H_{\pm}(w) = f(w) \mp m_B m_{D^*} \sqrt{w^2 - 1} g(w), \] (16)
which enter in the decay rate, in the \( D^* \) longitudinal polarization fraction and in the forward-backward asymmetry:
\[ \frac{d\Gamma}{dw} \propto |H_0(w)|^2 + |H_+(w)|^2 + |H_-(w)|^2, \] (17)
\[ F'_{\ell}(w) = \frac{|H_0(w)|^2}{|H_0(w)|^2 + |H_+(w)|^2 + |H_-(w)|^2}, \] (18)
\[ A'_{FB}(w) = \frac{|H_-(w)|^2 - |H_+(w)|^2}{|H_0(w)|^2 + |H_+(w)|^2 + |H_-(w)|^2}. \] (19)
These quantities are usually predicted and measured after integrating the helicity amplitudes over the available phase space, i.e. \( w \in [1, w_{\text{max}}] \). This implies an interesting feature for the \( \mathcal{F}_1(w) \) FF: if its integral over the phase space increases, e.g. due to an increase of \( \mathcal{F}_1(w) \) at large \( w \), this induces an increase for both observables in Eqs. (17)-(18) and a decrease for the one in Eq. (19). Remembering now the definition of \( \mathcal{R}(D^*) \) in Eq. (1), we observe that an increase in the light lepton \( d\Gamma/dw \) induces a decrease in the LFUV ratio. We can therefore infer that a change of the shape of \( \mathcal{F}_1(w) \), resulting in an increase (decrease) of its integrated value, would imply an increase (decrease) for the prediction for \( F'_{\ell} \) and a decrease (increase) for the ones of \( \mathcal{R}(D^*) \) and \( A'_{FB} \). As we will see in Sec. IV, this is crucial for understanding how the DM FFs affect the predictions for \( F'_{\ell} \) and \( A'_{FB} \) within the SM.

**III. SUMMARY OF FORM FACTORS**

We give a short description of the four FF sets we use.

- **DM**: See detailed explanation below;
- **F/M**: The results obtained employing the lattice QCD by the Fermilab(FNAL)/MILC collaboration [22], which for the first time computed the FFs at non-zero recoil and analysed them with the BGL parametrization, which is model-independent and based only on QCD dispersion relations;
- **BGL**: The recent results [5, 49, 50] without the inclusion of FNAL/MILC data [22] obtained employing the BGL parametrization [45] at the (2,2,2) truncation order;
- **HQET**: An approach [6, 17] that adopts a systematic expansion in terms of inverse powers of heavy quark masses and in particular incorporates \( \Lambda_{QCD}/m_c^2 \) corrections; in our numerical study we employ the latest results based on the (2/1/0) expansion scheme [18].

\[^4\] We do not include the CLN parametrization [46], obtained by applying heavy quark symmetry to FFs based on the Heavy Quark Effective Theory (HQET) [47, 48] as this method uses approximations such that it is e.g. not possible to consistently incorporate \( \Lambda_{QCD}/m_c^2 \) correction which are non-negligible [17].

\[^5\] Novel results have recently been released by the HPQCD collaboration as well [29], confirming the FNAL/MILC results.
Let us now consider the DM formalism in some more detail, as these FFs have never been used before in a global fit. The DM approach is a non-perturbative method for computing hadronic FFs in a model-independent way [35], applied, in particular, to the investigation of $B \to D^{(*)} \ell \nu$ [8, 37], $B_s \to D_s^{(*)} \ell \nu$ [38] and $B(B_s) \to \pi(K) \ell \nu$ [51] decays.

The starting point is a dispersion relation that, for a generic FF $f$ can be written as [45, 46, 52]

$$\frac{1}{2\pi i} \int_{|z|=1} \frac{dz}{z} |\phi(z)f(z)|^2 \leq \chi,$$  \hspace{1cm} (20)

where $\phi(z)$ is a function depending on the specific spin-parity channel (and including the Blaschke factors needed to remove sub-threshold bound-state poles) and $\chi$ is the so-called susceptibility related to the derivative of the Fourier transform of a suitable Green function of bilinear quark operators [45], calculated within lattice QCD in Ref. [36] for several spin-parity channels of interest. The conformal variable $z(t)$ is defined as

$$z(t) = \frac{\sqrt{t_+ - t} - \sqrt{t_+ - t_0}}{\sqrt{t_+ - t} + \sqrt{t_+ - t_0}},$$  \hspace{1cm} (21)

with $t = q^2$ being the squared 4-momentum transfer and $t_± \equiv (m_B \pm m_D)^2$ for the case of interest in this work. By introducing the inner product [53, 54]

$$\langle g|h \rangle = \frac{1}{2\pi i} \int_{|z|=1} \frac{dz}{z} \bar{g}(z)h(z),$$  \hspace{1cm} (22)

where $\bar{g}(z)$ is the complex conjugate of the function $g(z)$, Eq. (20) can be also written as

$$0 \leq \langle \phi f | \phi f \rangle \leq \chi.$$  \hspace{1cm} (23)

Following Refs. [53, 54] we introduce the set of functions

$$g_i(z) \equiv \frac{1}{1 - \bar{z}(t)z},$$

where $\bar{z}(t)$ is the complex conjugate of the conformal variable $z(t)$, so that the use of Cauchy’s theorem yields

$$\langle g_i | \phi f \rangle = \phi(z(t)) f(z(t)),$$

$$\langle g_i | g_i \rangle = 1.$$  \hspace{1cm} (24)

The central ingredient of the DM method is the matrix [53, 54]

$$M = \begin{pmatrix}
\langle \phi f | \phi f \rangle & \langle \phi f | \phi f \rangle & \cdots & \langle \phi f | \phi f \rangle \\
\langle \phi f | \phi f \rangle & \langle \phi f | \phi f \rangle & \cdots & \langle \phi f | \phi f \rangle \\
\langle \phi f | \phi f \rangle & \langle \phi f | \phi f \rangle & \cdots & \langle \phi f | \phi f \rangle \\
\cdots & \cdots & \cdots & \cdots \\
\langle \phi f | \phi f \rangle & \langle \phi f | \phi f \rangle & \cdots & \langle \phi f | \phi f \rangle \\
\end{pmatrix},$$

where $t_1, \ldots, t_N$ are the values of the squared 4-momentum transfer at which the FF $f(z)$ is known. In the DM method we consider only values $f(z(t_i))$ (with $i = 1, 2, \ldots, N$) computed nonperturbatively on the lattice.

The important feature of the matrix $M$ is that, thanks to the positivity of the inner products, its determinant is positive semidefinite, i.e. $\det M \geq 0$. This property is not modified when the first matrix element in Eq. (24) is replaced by the upper bound given by the susceptibility $\chi$ through Eq. (23). Thus, using also the fact that both $z$ and $f(z)$ can assume only real values in the allowed kinematical region for semileptonic decays, the original matrix (24) can be replaced by

$$M_\chi = \begin{pmatrix}
\chi & \phi f & \phi_1 f_1 & \cdots & \phi_N f_N \\
\phi f & \frac{1}{1 - t_0^2} & \frac{1}{1 - z_1 z} & \cdots & \frac{1}{1 - z_0 z_N} \\
\phi_1 f_1 & \frac{1}{1 - t_0^2} & \frac{1}{1 - z_1^2} & \cdots & \frac{1}{1 - z_1 z_N} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\phi_N f_N & \frac{1}{1 - t_0^2} & \frac{1}{1 - z_N z_1} & \cdots & \frac{1}{1 - z_N z_0} \\
\end{pmatrix},$$  \hspace{1cm} (25)

where $\phi_i f_i \equiv \phi(z_i) f(z_i)$ (with $i = 1, 2, \ldots, N$) represent the known values of $\phi(z)f(z)$ corresponding to the given set of values $z_i$.

By imposing the positivity of the determinant of the matrix (25) it is possible to explicitly compute the lower and upper bounds that unitarity imposes on the FF $f(z)$ for a generic value of $z$, namely [35]

$$\beta(z) - \sqrt{\gamma(z)} \leq f(z) \leq \beta(z) + \sqrt{\gamma(z)},$$  \hspace{1cm} (26)

where

$$\beta(z) \equiv \frac{1}{\phi(z)d(z)} \sum_{j=1}^{N} \phi_j f_j d_j \frac{1 - z_j^2}{z - z_j},$$  \hspace{1cm} (27)

$$\gamma(z) \equiv \frac{1}{1 - z^2} \sum_{j=1}^{N} \phi_j f_j d_j \frac{(1 - z_j^2)(1 - z^2)}{1 - z z_j},$$  \hspace{1cm} (28)

$$\chi_{DM} \equiv \sum_{i,j=1}^{N} \phi_i f_i \phi_j f_j d_j \frac{(1 - z_i^2)(1 - z_j^2)}{1 - z_i z_j},$$  \hspace{1cm} (29)

$$d(z) \equiv \frac{1}{z - z_m},$$  \hspace{1cm} (30)

$$d_j \equiv \prod_{m \neq j}^{N} \frac{1 - z_j z_m}{z_j - z_m}.$$  \hspace{1cm} (31)

Unitarity is satisfied only when $\gamma(z) \geq 0$, which implies $\chi \geq \chi_{DM}$ and represents a parametrization-independent test of it for a given set of input values $f_j$. In this way, the input data are filtered by unitarity. Within the DM approach only the subset of input data satisfying the unitary filter $\chi \geq \chi_{DM}$ is considered.

Moreover, when $z \to z_j$ one has $\beta(z) \to f_j$ and $\gamma(z) \to 0$ (see Ref. [35]). In other words, Eq. (26) exactly reproduces the input unitary data, i.e. the subset satisfying the unitary filter $\chi \geq \chi_{DM}$. Therefore, the DM band for the form factor $f(z)$ at a generic value of
$z$ is given by the convolution of the uniform distribution corresponding to Eqs. (27)-(28) with the distribution of the input (lattice) data $\{ f_j \}$ having $\chi \geq \chi_{\text{DM}}$. It represents the envelope of the results of all possible (either truncated or not truncated) $z$-expansions, like the BGL ones [45], which satisfy unitarity and at the same time exactly reproduce the input unitary data. In a frequentist language, this corresponds to a null value of the $\chi^2$-variable. This is at variance with what happens when working directly with (either truncated or not truncated) BGL fits, which may have $\chi^2 > 0$ even when the fitting function is constructed to satisfy unitarity.

For the purpose of our numerical analysis, for each of ten equally spaced recoil bins of the $B \to D^*$ channel we use a linear parametrization of the four DM FFs of the form $f_i(w) = a_i + w \cdot b_i$. We then use values for each $a_i$ and $b_i$, assuming normally distributed errors and including correlations among the total of 80 values. We have checked that such a parametrization accurately reproduces the predicted values for $R(D^*)$ and $F_L^\ell$ [37]. The same procedure is adopted for the two FFs describing the $B \to D$ channel.\footnote{Details regarding the numerical values, their associated errors and correlations can be provided upon request to the authors.}

IV. IMPACT OF $F_L^\ell$ AND $A_{FB}^\ell$

A. SM predictions and fit

In our analysis we distinguish between predictions and fits. In the former case, we only use the theoretical results relevant to each approach as priors in our analyses, without employing any further (experimental) information; in the latter case, all the relevant experimental results, like e.g. Refs. [41, 42], are enforced in the likelihood as well.

Let us start by studying $F_L^\ell$ and $A_{FB}^\ell$ in the SM within the four sets of FFs discussed in the previous section. In the absence of NP, and without using any additional experimental information, $F_L^\ell (\ell = e, \mu)$ is predicted to be

\[
F_{L, \text{DM}}^\ell = 0.448 \pm 0.020, \\
F_{L, \text{F/M}}^\ell = 0.467 \pm 0.023, \\
F_{L, \text{BGL}}^\ell = 0.498 \pm 0.015, \\
F_{L, \text{HQET}}^\ell = 0.534 \pm 0.002,
\]

which has to be compared with Eq. (4). Similarly, the predictions for $A_{FB}^{\ell, \mu}$ read

\[
A_{FB, \text{DM}}^{\ell, \mu} = 0.262(0.258) \pm 0.014, \\
A_{FB, \text{F/M}}^{\ell, \mu} = 0.250(0.246) \pm 0.016, \\
A_{FB, \text{BGL}}^{\ell, \mu} = 0.255(0.250) \pm 0.021, \\
A_{FB, \text{HQET}}^{\ell, \mu} = 0.217(0.211) \pm 0.003,
\]

to be compared with Eq. (5). A visual summary can be found in Fig. 1. Note that at the current level of precision, there is no difference among the predictions of $F_{L}^{\ell}$ and $F_{L}^{\ell,*}$, while $A_{FB}^{\ell}$ and $A_{FB}^{\ell,*}$ slightly differ.

For $F_{L}^{\ell}$ we observe in the DM approach compatibility in the electron channel with the Belle result but a $\sim 2.5\sigma$ tension with Belle II. In the muon channel, the tension is even $\sim 2\sigma$ ($\sim 3\sigma$) compared to the Belle (II) result. In the FNAL/MILC and BGL approaches the tension is smaller, while the HQET FFs describe data very well. Concerning $A_{FB}^{\ell}$, the DM approach predicts values slightly above both Belle II measurements, while well reproducing the Belle ones. On the other hand, the HQET FFs have a prediction lower than the Belle muon measurement but describe well the other data. Finally, both FNAL/MILC and BGL results are in good agreement with all measured values.

To better understand these differences in the predictions of $F_{L}^{\ell}$ and $A_{FB}^{\ell}$, it is useful to study their $q^2$ behaviour, as shown in the two panels of Fig. 2. The discrepancies between the DM and FNAL/MILC predictions originate from deviations in the shapes at smaller $q^2$. This behaviour is expected since the DM FFs use lattice input at low recoil, and a deviation among the two methods at large recoil can be traced back to the kinematic constraint in Eq. (13), enforced only for the DM
FFs. The values predicted in the BGL approach deviate from the ones of the previous methods due to a difference in the shapes of the two observables. On the other hand, the HQET results share the same shape with DM and FNAL/MILC while being shifted towards larger (lower) values for $F^L_F$ ($A^F_{FB}$), and display the smallest overall uncertainty.

Let us now focus on the DM FFs, which predict $\mathcal{R}(D^*)$ to be in agreement with the measurements while having significant tensions in $F^L_F$ and, to a lesser extent, in $A^F_{FB}$. If one includes all relevant data in a global fit, i.e. the $\tau$ lepton polarization $P_\tau(D^*)$ [55], the longitudinal polarization fraction in $\tau$ decays $F^L_F$ [56], $\mathcal{R}(D^{(*)})$ [12] and the longitudinal polarization fractions for light leptons $F^L_\ell$ and forward-backward asymmetries $A^F_{FB}$ [41, 42], and uses the SM values of the DM FFs as (correlated) normal priors, one obtains the following results for all the relevant observables currently measured:

$$
\mathcal{R}(D^*)_{\text{fit}} = 0.265 \pm 0.005, \\
F^L_F_{\text{fit}} = 0.515 \pm 0.005, \\
A^F_{FB,\text{fit}} = 0.227 \pm 0.007, \\
A^F_{FB} = 0.222 \pm 0.007. 
$$

This means that the pull of the $F^L_F$ and $A^F_{FB}$ measurements on the shape of the FFs (for which, we remark, the SM values of the DM FFs act only as priors) are so strong that the post-fit values of the asymmetries are in agreement with data, while tensions in $\mathcal{R}(D^*)$ reemerge. We, therefore, find ourselves in a situation similar to the other FF sets, i.e. agreement within $F^L_F$ and $A^F_{FB}$ but tension in $\mathcal{R}(D^*)$ (even though the latter is a bit less severe).

In order to understand how the predicted values for $F^L_F$ and $A^F_{FB}$ in Eqs. (32)-(33) are related to the post-fit ones given in Eq. (34), it is useful to study the shape of the FFs in the two scenarios. We report them in Fig. 3, together with the lattice data points [22] used in the DM approach. One sees that while the shape of $f(w)$ and $g(w)$ are not particularly altered when performing a global fit, the FFs $F_1(w)$ and $P_1(w)$ show a ~30% growth at $w \approx 1.5$. Moreover, the shape of $F_1(w)$ and $P_1(w)$ are stretched to a point hardly compatible with the original DM values (pre-fit), not only at high recoil but also for lower values of $w$, where they now fail to reproduce lattice data. Hence, not only the tensions with data are present as in all other FF approaches, but in addition the post-fit FF shapes disagree with the lattice data used as input. Note that a similar tension among the experimental differential decay widths of Refs. [57, 58] and the theoretical lattice data of Ref. [22] has already been pointed out in Refs. [22, 37].

Given this change in the FF shapes, it is interesting to study the implications regarding the extraction of $|V_{cb}|$. Going through the details of a systematic analysis of the correlated differential distributions from Refs. [57, 58] is beyond the scope of this paper; however, as originally proposed in Ref. [59], the CKM matrix element $|V_{cb}|$ can also be extracted from a comparison among the experimental determination of the total branching ratio and the corresponding theoretical value (modulo $|V_{cb}|^2$). Following this procedure, the value extracted for $|V_{cb}|$ corresponding to the FFs described by the green bands in Fig. 3 equals to $|V_{cb}| = (43.1 \pm 1.2) \times 10^{-3}$, while the one induced by the FFs described by the blue bands in the same figure equals to $|V_{cb,\text{fit}}| = (41.2 \pm 1.2) \times 10^{-3}$, which is compatible with the inclusive determinations. It is also compatible with the value predicted by a Unitarity Triangle analysis (UTA), equal to $|V_{cb}| = (42.22 \pm 0.51) \times 10^{-3}$.

---

7 The changes in $F_1(w)$ shape (and therefore in $P_1(w)$ one) is expected from Eq. (34), since an increase of its integrated value induces an enhancement of $F^L_F$ and a decrease of $A^F_{FB}$ and $\mathcal{R}(D^*)$, as detailed at the end of Sec. II.
FIG. 3. $f(w)$ (top left panel), $g(w)$ (top right panel), $\mathcal{F}_1(w)$ (bottom left panel) and $P_1(w)$ (bottom right panel) in the DM approach when performing a prediction (green band) or a global fit (blue band); the black points and error bars denote the FNAL/MILC results [22], which are used to calculate the green band. See Sec. IV A for a discussion.

$10^{-3}$ [14, 15] and obtained considering in the global analysis all relevant channels except the ones directly contributing to $|V_{cb}|$.

B. NP involving light leptons

While it is well known that a deviation in $R(D^*)$ can be explained by NP effects related to taus (see e.g. Refs. [60, 61] for very early accounts), it is interesting to see whether the predictions for $F_1^\ell$ and $A_{FB}^\ell$ with the DM FFs can be addressed by NP coupled to light leptons. In the following, due to the strong constraint from $R_{D^\mu}^{D^*} = \text{BR}(B \rightarrow D^* e\bar{\nu})/\text{BR}(B \rightarrow D^* \mu\bar{\nu}) = 0.990 \pm 0.031$ [41] and $R_{D^\ell}^{D^*} = 1.001 \pm 0.023$ [42], we assume LFU contributions to electrons and muons, namely $g_i^e = g_i^\mu = g_i$. \footnote{We have checked that allowing for different NP effects in electrons and muons does not change the picture.}

\begin{align}
10^{-3} \text{ [14, 15]} \quad \text{and obtained considering in the global analysis all relevant channels except the ones directly contributing to } |V_{cb}|.

Since left-handed vector operators only change the total decay width, we consider scalar and tensor operators as well as the right-handed vector current.\footnote{As explained in Sec. II, we assume LFU contributions in all three leptons for the case of $g_{V_R}$.} However, when considering NP effects to one operator at a time, no significant preference for any non-vanishing Wilson coefficient is found.\footnote{Including NP effects in the scalar or tensor currents induces the presence of three additional matrix elements in the amplitude. In order to include the corresponding FFs, we rely on the results obtained in Ref. [2].} The bounds at the 1\,$\sigma$ level read

\begin{equation}
\begin{align*}
g_{V_R} &\in [-0.04, 0.01], \\
g_{S_L} &\in [-0.07, 0.02], \\
g_{S_R} &\in [-0.05, 0.03], \\
g_T &\in [-0.01, 0.02].
\end{align*}
\end{equation}

These results are not significantly changed if all coefficients are considered at the same time in a four-
dimensional fit. This means that the tension between the $F_L^\ell$ measurements and the prediction using the DM FFs cannot be explained by NP as $F_L^\ell$ is very insensitive to it. This is in contrast to the case of NP coupled to tau leptons, where hints for scalar and/or tensor operators can be found, and $F_L^\ell$ and $A_{FB}^\ell$ can be significantly altered by their presence (see e.g. Ref. [62] for a recent review). This feature can be ascribed to the more accurate measurements for light lepton channels and the $m^2$ suppression in interference terms of scalar or tensor operators with the SM contribution.

If $F_L^\ell$ is included in the fit, a tension in $\mathcal{R}(D^*)$ reemerges, but is still smaller than for the other FF sets. Therefore, it could be possible to explain these tensions with the SM operator $O_{t\ell}$ related to light leptons (while for the other FF sets, a full explanation requires NP in taus). Performing a global fit in this setup to $g_{V_L}^\ell$ with light leptons, we obtain

\begin{align}
\mathcal{R}(D)_{g_{V_L}} &= 0.335 \pm 0.009, \\
\mathcal{R}(D^*)_{g_{V_L}} &= 0.291 \pm 0.009, \\
F_L^{\ell}_{g_{V_L}} &= 0.515 \pm 0.005, \\
A_{FB,g_{V_L}}^\ell &= 0.227 \pm 0.007, \\
A_{FB}^{\ell}_{g_{V_L}} &= 0.222 \pm 0.007,
\end{align}

(36)

corresponding to $g_{V_L} = -0.054 \pm 0.015$. As expected, $g_{V_L}$ induces only an overall normalization factor, and therefore both the longitudinal polarization fraction and the forward-backward asymmetry are insensitive to it, i.e. their values stay unchanged compared to Eq. (34). Hence, the tensions in $F_1(w)$ and $P_1(w)$ between their predictions within DM and the fitted values are still present.

The presence of NP in $O_{t\ell}$ alters the extraction of $|V_{cb}|$ by a factor of $1/(1 + g_{V_L})$. According to our fit results, $|V_{cb}|_{\text{fit}} = (41.2 \pm 1.2) \times 10^{-3}$ from $B \to D^* \ell \nu$ would be shifted to $|V_{cb}|_{g_{V_L}} = (43.6 \pm 1.4) \times 10^{-3}$. This value is still compatible with the inclusive one, which receives the same correction $1/(1 + g_{V_L})$, and is not too large to spoil other indirect measurements like $\Delta F = 2$ processes\(^{11}\). Finally, note that $g_{V_L}$ is small enough to evade constraints from high-$p_T$ lepton tail searches\(^{63}\) which require $|g_{V_L}| < 0.25$\(^{64}\).

Importantly, an explanation via NP related to light leptons is only possible when employing the DM FFs in a global fit, albeit their significant deformation w.r.t. their original shape. As stated above, such deformations point to a tension of lattice predictions with experiment, as also seen in the differential decay widths. On the other hand, the other FF approaches, due to the larger discrepancy in $\mathcal{R}(D^*)$, require larger values for $g_{V_L}$ which, if related to light leptons, would induce a shift in $|V_{cb}|$ too large to be compatible with the UTA and high-$p_T$ constraints\(^{65, 66}\).

V. CONCLUSIONS

The SM predictions for $B \to D^{(*)}\ell\nu$ decays depend critically on the FFs used to calculate them. While most sets of FFs lead to significant tensions with the measurements of $\mathcal{R}(D^*)$, the DM approach results in a SM value compatible with experiment. In order to further assess the agreement of the different FF sets with data, we investigated the impact of the recent measurements of the longitudinal $D^*$ polarization fraction $F_L^\ell$ for $\ell = e, \mu$ by Belle\(^{41}\) and Belle II\(^{42}\), as well as that of $A_{FB}^\ell$. While FNAL/MILC, HQET and BGL lead to SM values in agreement with the experimental results, the DM predictions show significant tensions with them, up to the $\sim 3 \sigma$ level.

While it is well known that $\mathcal{R}(D^*)$ can be accounted for by physics beyond the SM, we find that NP cannot explain the tension in $F_L^\ell$. The reason for this is that $F_L^\ell$ (with light leptons) is very insensitive to NP contributions, such that the constraints from other observables prevent a consistent NP explanation within a global fit. We then included $F_L^\ell$ within a global fit within the DM approach, using the theory predictions for the parameters as priors, and found that the pull on these parameters is so strong that it violently deforms them. One then ends up in a situation similar to the other three FF sets with a significant (unaccounted) tension in $\mathcal{R}(D^*)$, which is however still smaller than in the other cases.

This decreased tension allows for an explanation via $g_{V_L}$ with (only) light leptons (contrary to the other FFs where NP in tau leptons is needed), without causing problems in the determination of $|V_{cb}|$ or being in tension with direct LHC searches. However, a tension with the shape of the FFs predicted on the lattice is unavoidable, similar to the one observed previously\(^{22, 37}\) when comparing lattice results\(^{22}\) to experimental differential decay widths\(^{57, 58}\).
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